
Yansong Gao

Email: gaoyans@sas.upenn.edu GitHub: Yansongga O�ce: 1N1 DRL, Upenn
Phone: (+01)215-720-5880 LinkedIn: YansongGao Google Scholar: YansongGao

Research interests Computer Vision, Machine Learning, Transfer learning, Unsupervised Learn-
ing, Di�usion-based Generative Models, Information �eory, Bayesian Deep
Learning

Education University of Pennsylvania Philadelphia, PA
PhD Candidate in Applied Math and Compytational Science Sept. 2017 –
Present
Advisor: Pratik Chaudhari. GPA: 3.95/4.0

Shanghai Jiao Tong University Shanghai, China
BA in Applied Mathematics, minor in Physics Sept. 2013 – May 2017
Advisor: Yaokun Wu. GPA: 93.2/100.

Experience Computer Vision Research Intern
Advisor: Xin Zhou and Zhihong Pan May. 2022 – Sept.2022
Generative Models, Di�usion-based Generative Modeling
Baidu Research, Sunnyvale, California, United States

Research Assistant
Ph.D Advisor: Pratik Chaudhari Sept. 2019 – Present
GRASP Robotics Laboratory, University of Pennsylvania

Honors and National High School Mathematics Olympiad League, First Prize 2012
scholarships Chinese Physics Olympiad, First Prize 2012

Academic Excellent Scholarship 2014-2015
National Scholarship 2015-2016
Benjamin Franklin Fellowship 2017-2019

Selected publications Tracked publications in ICML2022, ICML2021, ICML2020, IJCAI2019, Journal:
Information and Computation 2022, Machine Learning: Science and Technology
2021
1. Fast Di�usion Probabilistic Model Sampling through the lens of
Backward Error Analysis

https://github.com/Yansongga
https://www.linkedin.com/in/yansong-gao-a1aa56199/
https://scholar.google.com/citations?user=qxMVu4cAAAAJ&hl=en


Yansong Gao, Zhihong Pan, Xin Zhou, Le Kang, Pratik Chaudhari.
In submission 2023
2. Deep Reference Priors: What is the best way to pre-train a model?
Yansong Gao, Rahul Ramesh, Pratik Chaudhari.
ICML, 2022.
3. Beyond the worst-case analysis of random priority: Smoothed and
average-case approximation ratios in mechanism design
Xiaotie Deng, Yansong Gao, Jie Zhang
Information and Computation 2022
4. An Information-Geometric Distance on the Space of Tasks
Yansong Gao, Pratik Chaudhari.
ICML, 2021.
5. A Free-Energy Principle for Representation Learning
Yansong Gao, Pratik Chaudhari.
ICML, 2020.
6. Average-case Analysis of the Assignment Problemwith Independent
Preferences
Yansong Gao, Jie Zhang.
IJCAI, 2019.
7. Smoothed and Average-case Approximation Ratios of Mechanisms:
Beyond the Worst-case Analysis
Xiaotie Deng, Yansong Gao, Jie Zhang.
MFCS, 2017.
8. Comparison of Scheduling Mechanisms from a Average-case Analy-
sis Lens
Yansong Gao, Jie Zhang.
In Review, 2022.

Talks International Conference on Machine Learning(ICML) 2022
Title: Deep Reference Priors

International Conference on Machine Learning(ICML) 2021
Title: An Information-Geometric Distance on the Space of Tasks

NeurIPS 2020 Workshop: Deep Learning through Information Geome-
try
Contributed Talk: An Information-Geometric Distance on the Space of Tasks

ICLR 2020 Workshop: Deep Neural Models and Di�erential Equations
Contributed Talk: A Free-Energy Principle for Representation Learning

International Conference on Machine Learning(ICML) 2020
Title: A Free-Energy Principle for Representation Learning

Skills Programming

https://arxiv.org/abs/2202.00187
https://www.sciencedirect.com/science/article/pii/S0890540122000712
https://www.sciencedirect.com/science/article/pii/S0890540122000712
https://arxiv.org/pdf/2011.00613.pdf
https://arxiv.org/abs/2002.12406
https://www.ijcai.org/Proceedings/2019/41
https://www.ijcai.org/Proceedings/2019/41
https://arxiv.org/abs/1705.07200
https://arxiv.org/abs/1705.07200
 https://icml.cc/virtual/2020/poster/6400 
 https://icml.cc/virtual/2020/poster/6400 
https://slideslive.com/38942376/an-informationgeometric-distance-on-the-space-of-tasks
https://slideslive.com/38942376/an-informationgeometric-distance-on-the-space-of-tasks
 http://iclr2020deepdiffeq.rice.edu/ 
 https://icml.cc/virtual/2020/poster/6400 


Pro�cient in: Python, PyTorch, MatLab, LATEX.
Familiar with: C, C++, TensorFlow.

Teaching experience Teaching Assistant, ESE Department (Upenn) Fall 2019
ESE 546: Principles of Deep Learning

Teaching Assistant, Department of Mathematics (Upenn) Spring 2018
MATH 210: Math in the Media

Recitation Instructor, Department of Mathematics (Upenn) Fall 2018
MATH 104: Calculus

Graduate Courses Representation Learning in Computer Vision Deep Learning
Statistical Mechanics Optimization Methods in Machine Learning
Mathematical Statistics Advanced Topics in Mathematical Statistics
Advanced Probability Stochastic Processes
Reinforcement learning Geometric Methods in Computer Science
Functional Analysis Real and Complex Analysis
Combinatorial Analysis and Graph �eory Algebra
Condensed Ma�er Physic

Other interests Soccer.


